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SHOT ANALYSIS 
STELLAR BLACK HOLE: CYGNUS X-1

Negoro (1995) Doctoral Thesis

Negoro et al. 1994, ApJL, 423, L127 (Ginga data)

trise ~ 0.083 s, tdecay ~ 0.075 s
wing: trise ~ 0.72 s,  tdecay ~ 1.13 s
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Mean profiles of 265 (solid line) and 313 (dashed) shots. 



ちょっと脱線しますが LOG-NORMAL DISTRIBUTION

Negoro & Mineshige 2002, PASJ, 54, L69

(+ Mineshige+ 1994 SOC, Takeuchi, Mineshige & Negoro 1995 )
→ Non-linear X-ray Variability in X-ray binaries and acMve 
galaxies,  UQley, McHardy, Vaughan 2005 (CitaMon 331)

rms-flux linear relaMon -> ショットモデルを否定



NLSY 1 IRAS 13224–3809 他

Alston et al. 2019 Dobrotka, Negoro and Bezák (in prep.) 



BLAZAR: W2R1926+42
Sasada, Mineshige, Yamada & Negoro, 2017, PASJ, 69, 15

Low-frequency peaked BL Lac, z= 0.154
M ~ 1e7.8 Mo (Sasada+) obtained from the BH-mass and 
bulge-mass relation (Marconi & Hunt 2003)

trise ~ 0.043 d, tdecay ~ 0.061 d
Kepler data
(Borucki+ 2010; Edelson & Malkan 2012; Edelson+ 2013)

1310 1315

15
00

20
00

25
00

el
ec
tro
ns
/s

TIME  BJD − 2454833

2 day

A mean profile of 195 flares (Sasada+ 2017)

TIME BJD -

Li et al. 2018



Dobrotka, Negoro & Mineshige 2019, A&A, 631, 134
Dobrotka, Negoro & Konopka 2020, A&A, 641, 55

CV: MV LYRAE

trise ~ 164 s, tdecay ~ 226 s

Kepler data (Scaringi et al. 2012)
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A. Dobrotka et al.: Shot profile in MV Lyrae versus Cyg X-1 and a blazar
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Fig. 2. Superimposed shot profiles using three di↵erent values of Npts
resulting in di↵erent flare numbers Nflares and flare time extension. The
inset panels are detailed views without the central spike to better visual-
ize the side lobes. The solid black line represents the mean value, while
the dotted thin line represents the standard error of the mean. The thick
dashed (red) line is the power-law fit and the two arrows in the bottom

panel show the interval excluded from the fitting process (see Sect. 7
for details).

superimposed well-resolved and isolated flares (see Fig. 4 in
Sasada et al. 2017). However, in the MV Lyr Kepler data such
well-resolved and isolated flares are not present, but many flares
are superimposed instead. This is depicted in Fig. 3. Di↵erent
Npts were used to select the flares. In the case of Npts = 10
the majority of flares are well resolved and have a spiky shape.
However, this Npts value is too low to study any expanded
structures because of the short time extension. When increas-
ing the Npts parameter, the resolved flares become too compli-
cated and many superimposed flare maxima can be present in
the selected data interval. The averaging process keeps the cen-
tral spike and smooths out all randomly present adjacent flares
maxima and keep only the real structures. This is also important
in uncertainty determination. We used the standard error of the
mean instead of the standard deviation because the latter would
describe the data scatter from superimposed adjacent flares max-
ima and not the intrinsic profile uncertainty.

We performed a simple reality test to prove that the detected
substructures are real to exclude any doubts due to possible
numerical artefacts. We took the largest shot profile (Npts = 200)
from Fig. 2 and constructed a synthetic light curve with the same
duration and sampling as the observed light curve. We super-
imposed 100 000 flares in random to construct the light curve.
The resulting artificial flux was rescaled to be comparable with
observed light curve characteristics (mean flux and rms). Such a
process is not ideal because the superposition of flares is a shot
noise model that does not satisfy all typical features of the real
light curves. Our goal however is not reproduction of real data,
but to test whether the superposition of many flares keeps the
original shot profile. This shows that every structure present in
the input shots is present in the resulting averaged profile with
secure Npts selection. This is an important test because of the
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Fig. 3. Example of selected flares (red solid lines) using di↵erent Npts
values. The open circles represent the light curve data, while the solid
(blue) circles represent the maxima.

characteristics of the light curve, where many adjacent flares
maxima are superimposed in the selected flare region. The pres-
ence of such adjacent maxima does not influence the result.

The test results are shown as red lines in Fig. 4. We used
a selection criterion of Npts = 50, but we used di↵erent Nptsext
values to investigate the flare extension. The averaged shot pro-
file has the same structure, i.e. a central spike with side lobes
and a possible hump at �2100 s for Nptsext � 50. However, the
increasing and decreasing trend of the flare wing is critical. This
behaviour depends on the parameter Nptsext, i.e. whether it is
lower or equal to Npts. With Nptsext = 2 ⇥ Npts the flare wings
start to change trend at approximately �3500 s and 5000 s; they
rise instead of decline and vice versa. For an extreme value of
Nptsext = 6⇥Npts this false trend is clearer, which stabilizes itself
above 10 000 s.

This test suggests that Nptsext can be set up as equal to
Npts, but as already mentioned to avoid any undetected artefacts
resulting from superimposition (repetition of the same data) of
adjacent flares we used Nptsext = Npts/2. The large quantity of
Kepler data allows such waste.

Finally, when using a much simpler profile for input shots
for the synthetic light curve construction (a simple spike without
side lobes), only a profile similar to that used was obtained as
the averaged profile. Therefore, the side lobes are real and are
not artefacts.

4. Shot profile fitting

We concentrated our study on the central spike and the most
dominant side lobes to quantitatively describe the detected pro-
file. These features are well resolved even in shorter light curve
subsegments where lower Npts is required to get larger flares
quantity. We fitted these two features individually via the GNU-
PLOT2 software, yielding the fitted parameters with the standard
errors.

2 http://www.gnuplot.info/
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SHOT COMPONENTS IN PSDS OR ACF

530 NEGORO, KITAMOTO, & MINESHIGE Vol. 554

the panel (a) of Figure 2. The white noise level due to the
Poissonian statistics is subtracted, and the binning e†ect of
the data (e.g., van der Klis 1989) is also corrected. At least
three knees exist around 0.1, 1, and 10 Hz in the observed
PSD. The approximate exponents of the PSD are
0.01 ^ 0.07 at f ¹ 0.1 Hz, [0.90 ^ 0.01 at 0.1È1.0 Hz,
[1.43 ^ 0.01 at 1È10 Hz, and [1.66 ^ 0.02 at 10È50 Hz,
respectively. Very similar PSDs were obtained in RXT E
observations (e.g., Belloni et al. 1996 ; Focke 1998 ; Nowak
et al. 1999a).

A PSD of the superposed shot assumed to have a sym-
metric time proÐle is analytically calculated based on the
two-exponential model (eq. [1]) ; the calculated model PSD
is

Pmodel( f ) \ 4 ]
G (Aqa ] Bqb)(1 ] 4n2qa qb f 2)

[1 ] (2nqa f )2][1 ] (2nqb f )2]
H2

. (2)

This function has two knees around andfa[ 4 1/(2nqa)]shows Ñat-top spectra (f 0) below andfb[ 4 1/(2nqb) \ fa], fb,
rapidly falls as proportional to f ~4 above The PSD infa.intermediate frequency ranges between and has a slopefa fbjust in between and its approximate exponent value
depends on the ratios and A/B. This model PSD (solidfa/fband dashed lines) gives a reasonably good representation to
the structures of the observed PSD at frequencies between
0.01 and D2 Hz. The best-Ðt parameters obtained at 0.01È2
Hz are and A/B \qa \ 0.062 ^ 0.002, qb \ 0.64 ^ 0.03,
6.7 ^ 0.3. The ratio of the observed PSD to that of the
best-Ðt model is plotted in the panel b of Figure 2 by the
crosses with 1 p errors. The ratio shows broad structures
around 0.04, 0.1, and 1 Hz and a small discrepancy at 0.5È
0.6 Hz. The bump structure at D0.1 Hz may be similar to a
quasi-periodic oscillation (QPO) Granat detected (Vikhlinin
et al. 1994), and the 1 Hz bump is often referred to QPOs in
the same Ginga data (Rutledge et al. 1999), and in RXT E
data (Wijnands & van der Klis 1999 and Nowak 2000). The

residual around 0.5 Hz may be related to ““ wiggles ÏÏ in
EXOSAT observations (Belloni & Hasinger 1990). We note
that adding an artiÐcial Lorenzian, toP 1/[1 ] ( f/fLz,kn)2],
the Ðtting model to represent higher frequency components
up to D 10 Hz gives qa \ 0.084 ^ 0.002, qb \ 0.69 ^ 0.03,
A/B \ 5.6 ^ 0.2, and Hz, which arefLz,kn \ 5.4 ^ 0.2
in good agreement with those of the superposed shot
(Table 1).

The contribution of the superposed shot in the PSD can
be directly computed by means of Fourier transforming the
proÐle of the superposed shot, which is plotted by the open
circles in panel a of Figure 2. The normalization of the PSD
is arbitrary and the PSD is plotted so as to have the same
values as the observed one at 1 Hz. Though it has the
limited frequency range and no certain errors, this PSD has
very similar features to the observed one as expected. More-
over, the ratio of the observed PSD to this PSD (open
circles in Fig. 2, panel b) shows no clear structures at 0.5È0.6
Hz and around 1 Hz, indicating that the superposed shot
maintains structures unable to be represented by the two-
exponential model.

The most plausible candidates of these structures are the
small peaks at t D [1.85 and D]1.0 s described in ° 2.1.
The corresponding Fourier frequencies are 0.54 Hz
(indicated by the arrow in the panel b of Fig. 2) and D1 Hz
(also see sine curves in Fig. 1), both of which give good
agreements with the frequencies of the structures in the
observed PSD. In fact, the bump structure at D]1.0 s in
the superposed shots and at D1 Hz in the PSDs are more
pronounced in harder energy bands (H. Negoro et al. 2001,
in preparation, and see Fig. 2, panel c). The association of
this bump with the shot may give an explanation for the
correlation between QPO frequencies (here D1 Hz) and
break frequencies (D0.1 Hz), at least in GBHCs in the hard
state, found by Wijnands & van der Klis (1999). Likewise, a
wavy feature in [8 to 2 s could produce a gradual peak
around 0.1 Hz in the observed PSD, being responsible for

FIG. 2.ÈObserved normalized PSDs (NPSDs) and PSDs of the superposed shot. (a) An ensemble-averaged observed NPSD (crosses with 1 p errors) and
a PSD of the superposed shot (open circles). The best-Ðt model given by eq. (2) is also indicated by the solid line (at 0.01 º f º 2 Hz) and by the dashed lines
(otherwise). (b) The ratios of the observed NPSD to the best-Ðt model (crosses with 1 p errors) and to the PSD directly obtained from the superposed shot
proÐle (open circles) (c) The observed NPSDs in di†erent energy bands. (d) The ratio of the NPSD in the 1.2È7.3 keV band to that in the 7.3È14.6 keV band.

Negoro, Kitamoto, & Mineshige
2001, ApJL, 554, L528 

Dobrotka et al. 2019, A&A, 631, 134
Sasada et al. 2017, PASJ, 69, 15

Cyg X-1 W2R1926+42
MV Lyrae
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しかし、Tomo-e + NICER のデータを用いた SS Cyg (Nishino+ 2022) は可視の遅れを示す
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𝑟!: boundary layer radius
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SPECTRAL EVOLUTION
Negoro et al. 1994 (Ginga data)

Negoro 1995

The Astrophysical Journal Letters, 767:L34 (5pp), 2013 April 20 Yamada et al.
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Figure 3. Background-subtracted νFν spectra of the HXD, accumulated over different shot phases (black). The time-averaged spectrum is given in red. Panels (a)–(c)
show the spectra integrated from −0.25 to −0.05 s before the peak, from −0.05 to 0.05 s around the peak, and from 0.05 to 0.25 s after the peak, respectively. Lower
panels show the ratios to the time-averaged spectrum.
(A color version of this figure is available in the online journal.)

Table 1
The Fitting Results of the Shot-phase-resolved Spectra

Phase (s) Te (keV) τ y Ndbb
a χ2

ν
b

−3.05 ± 1.00 89.6+16.3
−11.4 1.51+0.23

−0.24 1.061+0.015
−0.017 5.32+0.56

−0.44 0.92

−1.60 ± 0.45 86.5+8.7
−6.9 1.54+0.14

−0.15 1.044+0.010
−0.010 5.78+0.57

−0.31 1.18

−0.95 ± 0.20 81.7+8.4
−6.6 1.62+0.15

−0.16 1.036+0.010
−0.010 5.91+0.59

−0.34 1.12

−0.60 ± 0.15 76.4+7.7
−6.2 1.72+0.16

−0.16 1.030+0.010
−0.010 6.01+0.60

−0.34 1.10

−0.35 ± 0.10 75.2+8.8
−7.0 1.73+0.18

−0.19 1.021+0.011
−0.012 6.40+0.63

−0.41 1.20

−0.15 ± 0.10 80.7+9.2
−7.2 1.60+0.16

−0.17 1.013+0.011
−0.011 7.64+0.76

−0.47 1.04

0.00 ± 0.05 65.2+7.1
−5.6 2.01+0.19

−0.20 1.024+0.012
−0.012 7.71+0.77

−0.51 0.98

0.15 ± 0.10 87.1+10.9
−8.6 1.53+0.17

−0.18 1.044+0.011
−0.012 7.15+0.71

−0.46 1.09

0.35 ± 0.10 84.9+13.2
−9.5 1.55+0.21

−0.22 1.033+0.016
−0.018 6.55+0.65

−0.54 1.15

0.60 ± 0.15 88.6+11.3
−8.6 1.49+0.17

−0.18 1.032+0.013
−0.014 6.45+0.64

−0.44 1.18

0.95 ± 0.20 82.4+8.4
−6.8 1.63+0.15

−0.16 1.052+0.010
−0.010 5.77+0.58

−0.35 1.26

1.60 ± 0.45 88.0+8.9
−7.4 1.53+0.14

−0.15 1.051+0.010
−0.010 5.80+0.58

−0.32 1.22

3.05 ± 1.00 87.0+16.0
−11.1 1.55+0.23

−0.25 1.053+0.016
−0.017 5.34+0.53

−0.45 1.19

All 82.9+3.9
−3.5 1.60+0.08

−0.07 1.004+0.004
−0.005 7.04 ± 0.18 1.18

Notes.
a In units of 105 R2

inD
−2
10 cos θ , where Rin, D10, and θ are the radius (km), the distance (10 kpc), and the inclination,

respectively.
b The degree of freedom is 83 for the phased-sorted spectra, and 129 for the time-averaged one.

we chose to use the stacking method and successfully extended
the higher energy limit of the shot analysis up to ∼200 keV by
utilizing the HXD data as well as the P-sum mode of the XIS.
What we found is summarized as follows: (1) the shot feature is
found at least up to ∼200 keV with high statistical significance;
(2) the shot profiles are approximately symmetric, though the
hardness changes progressively more asymmetrically toward
higher energies of E ! 100 keV; and (3) the 10–200 keV
spectrum at the peak shows a lower energy cutoff than the time-
averaged spectrum. By quantifying this feature in terms of the
single-zone Comptonization, we found that (4) as a shot devel-
ops toward the peak, y and Te decrease, while τ and the flux
increase, and immediately past the shot peak, Te and τ (and
hence y) suddenly return to their time-averaged values.

Let us consider a possible physical mechanism to explain the
new findings as well as the previously known features. The shot
profile does not show any plateau at least down to similar to
milliseconds (Focke et al. 2005), which means that most of the
luminosity is released almost time symmetrically within ∼1 s

or much shorter. Meanwhile, the hardness changes instantly
within 0.1 s as shown in Figure 2, or much shorter as shown in
Negoro et al. (1994). These features could be explained by some
physical impulse or a discrete phenomenon, which can change
properties of the radiation source in a short time.

When accreting matter is assumed to be an ideal and
non-relativistic gas, the entropy of the accreting gas, s,
with temperature T and density ρ is proportional to
ln(P/ργ ) = ln(T/ργ−1), where γ is the ratio of specific heat
capacities (5/3 for monatomic gas). It can be interpreted that
the entropy decreases in some way as the flux increases, but in-
stantly increases at the peak, and returns to the mean value after
the peak. This suggests the existence of some instant mechanism
for direct entropy production (or heating).

One of the possible ideas for the rapid intensity change has
been considered to be magnetic flares analogous to the solar
corona (Galeev et al. 1979), and recently this idea has become
more sophisticated (cf., Poutanen & Fabian 1999; Życki 2002).
The magnetic fields are amplified by the differential rotation
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Yamada et al. 2003, ApJL, 767, L34 (Suzaku data)



APERIODIC MASS ACCRETION

Negoro 1996, Proc. “Basic Physics of AccreCon Disks”,
Gordon & Breach, Eds Kato et al.
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Expected flux increase from dense matter drifting inward  
(Negoro 1995).

Jet Launch?

Cyg X-1

W2R1926+42

XTE 1118+480: Malzac et al. 2003

ADAF simulation: 
Manmoto, Takeuchi, Mineshige, Matsumoto & Negoro 1996



まとめと残された課題

• 不安定性の原因
• BHXB では hard state で不安定性が顕著

• ADAF – Standard disk 境界から？
• 何からの SOC or Instability?
• 磁気再結合 (cf. hardening: Machida & Matsumoto 

2003)

• Rin と shot profile の関係は？
• CV では (opScal) high state でも不安定

• Standard disk ではないのか？
• peak 前後でのスペクトル変化

• AGN, BHXB (very high state) などでも不安定
• ディスクコロナでの表層雪崩？

• cf. disk line との整合性

• rms-flux 関係との整合性

BHXB
Cyg X-1

CV
MV Lyrae

Blazar
W2R1926+42



ORIGIN OF THE TIME VARIATIONS
Cyg X-1 W2R1926+42 (Sasada+) MV Lyrae (Dobrotka+)

Mass 14.8 Mo
(Orosz+ 2011)

1e7.8 Mo
(Sasada+2017)

0.73 Mo
(Hoard+ 2004)

Shot Time Constants 
𝜏#$%& ≡ 𝜏 0.08 sec (+1 s) 0.05 day (~ 4000 sec) 200 sec
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